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LAMINAR FREE CONVECTION IN CARBON DIOXIDE NEAR 

ITS CRITICAL POINT 
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Abstract-An experimental investigation on laminar free convection from a heated vertical flat plate 
immersed in carbon dioxide near its critical point is described. The test space was viewed with a 
Zehnder-Mach interferometer, thus giving an instantaneous picture of the distribution of refractive 
index. Use of the Lorenz-Lorentz equation, and equilibrium property data enabled the temperature 
field to be inferred, permitting the calculation of the heat-transfer coefficient and the thermal con- 
ductivity of the fluid. 

Very low rates of heating were used, the temperature differences being of the order of 040- 
0.01 “C, so that the constant property situation was closely approximated. 

High values of the thermal conductivity and the heat-transfer coefficient were detected in the critical 
region, both parameters showing a dependence on the heat rate. 

An engineering correlation for the heat-transfer coefficient was developed. The critical Grashof 
number for transition from laminar to turbulent flow was shown to be a function 

of the Prandtl number for the tests considered. 

NOMENCLATURE 8, angle of light to optical axis; 
heat capacity at constant pressure; 6, boundary layer thickness; 
gravitational constant; L length of heated surface. 

(&a&of number = g(pm_- pw)‘3!. 
2 ’ 
P 

heat-transfer coefficient ; 
thermal conductivity; 
reference thermal conductivity = 12.7 
Cal/cm s degC; 
constant in Lorenz-Lorentz equation 
(1); 
distance from leading edge to point 
halfway up plate ; 
refractive index ; 
pressure ; 
Prandtl number = pcp/ko; 
heat rate per unit area; 
Rayleigh number = Gr Pro ; 
temperature ; 
critical temperature; 
specific volume ; 
co-ordinate along plate; 
co-ordinate normal to plate; 
density; 
critical density; 
coefficient of dynamic viscosity; 

Subscripts 
c, at critical state; 
0, with reference conductivity ; 
P> at constant pressure; 
W, at wall; 
a, in fluid outside of boundary layer; 
4 at first edge of heated plate encountered 

by light ray X = 0 ; 
e, at X= L. 

INTRODUCTION 

IN RECENT years, interest has been stimulated in 
heat transfer occurring in a fluid near its critical 
state by the high heat-transfer coefficients 
which have been measured in this region. This 
makes fluids near the critical point very promis- 
ing coolants for various engineering applica- 
tions. Heat transfer in laminar and turbulent 
forced convection has been studied as well as 
under free convection conditions [I, 21. The 
present investigation is an attempt to utilize the 
Zehnder-Mach interferometer for such a study. 

681 
2X-H.NL 



682 l-l. A. SIMON and E. R. G. ECKERT 

The interferometer as a too1 offers the advantage 
that the critical condition can be approached 
closer and that in particular much smaller tem- 
perature differences can be investigated than was 
possible in previous heat-transfer studies. On 
the other hand, various problems are encountered 
in the evaluation procedure, the most prominent 
being that informatior~ on thermodynanlic and 
transport properties is required. Substances 
near the critical region, however, exhibit un- 
usual phenomena which have not been adequately 
determined either theoretically or experimen- 
tally. Especially the behavior of their properties 
was found perplexing, as it appears that values 
obtained in various investigations are dependent 
on the apparatus used, on the history of handling 
of the fluid, and on the presence of impurities 
[3, 4, 51. 

The present study was undertaken to examine 
laminar free convection on simple model 
~on~gurations at telnperatures slightly above 
the critical, and at near critical pressures 161. 
The results discussed in this paper are for a 
vertical plate immersed in carbon dioxide. This 
fluid was chosen for convenience as its critical 
temperature, 31 a04 ;‘C, is not too different 
from the usuaI ambient temperature. Further- 

more, the critical pressure, 72.85 atm,* is easily 
obtainable. The critical density is 0,467 g/cm”. 

APPARATUS 

The present paper reports on one of‘ the 
geometries investigated, namely a vertical plate 
arranged in a cylindrical test chamber. The 
plate, a nichrome sheet, and the test chamber 
can be seen in the photograph (Fig. lj, and the 
test chamber itself is shown once more in Fig. 2. 
The chamber has an internal length of 4 in and 
an internal diameter of 6.5 in. Glass windows of 
optical quality are arranged in each of the two 
end plates. The windows are held in the chamber 
by the internal pressure only and rest on a 
ground platewith small elongated opening. Ln this 
way, the bending of the windows with resultant 
distortion of the interference fringes was kept 
small. Carbon dioxide was supplied from :L 
50 Ib commercial bottle equipped with a siphon 
tube and is introduced into the test chamber by 
the tube shown on top of the chamber cylinder. 
The purity of the carbon dioxide in one of the 
bottles was checked on a mass spectrometer. 
Contamination by 0.07 per cent of air and 

* 1 atm --. 760 mm mercury column t Ol325 NjmL. 
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FIG. 2. Scale drawing of test chamber, 



FIG. 1. Test chamber with cover removed, showing flat plate model. 
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FIG 11. Typical interferogram. (7 =z 32,14”C, 
FIG. 12. Transition to turbulence. Model colder P = 75.49 atm, q = 0.0328 Cal/h cm*.) 

than fluid. {T = 32.1 “C, P = 75-2 atm.) 
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0.08 per cent of nitrogen was measured. It is, 
however, possible that part of this contaminant 
was introduced while taking the sample. 

The temperature in the working fluid was 
measured by five copper constantan thermo- 
couples connected in series and arranged in a 
line parallel to the cylinder axis and adjacent 
to the model (Fig. 1). The output from the 
thermocouples was registered by a self-balancing 
potentiometer which was frequently re-calibrated 
against a Wenner potentiometer. The thermo- 
couples were calibrated against a platinum 
resistance thermometer which in turn has been 
calibrated by the National Bureau of Standards 
with an additional check using the sodium 
sulfate transition point. On this basis it is 
estimated that the absolute temperature could 
be measured to O.Ol”C. Much smaller tempera- 
ture differences were obtained from the inter- 
ferograms. 

Temperature control was achieved by im- 
mersing the entire test chamber into a thermo- 
statically controlled water bath, the primary 
control coming from a Hoeppler thermostat. 
The stability of the temperature in the test 
chamber depended on fluctuations in the 
ambient conditions and at most underwent a 
slow change of about 0.03”C in 10 min. 

Pressure measurements were made with a 
precision dead-weight gage having an accuracy 
better than 0.04 per cent. 

The test chamber was placed in one of the 
two light beams of a Zehnder-Mach interfero- 
meter. A variable width water chamber was 
placed in the second beam to provide adjustment 
for equal optical path length in both beams. 
The interferometer has glass plates with 6 in 
diameter. A detailed description of the instru- 
ment is found in [7]. The light beam traversing 
the test chamber did not pass through the water 
bath because the test chamber was connected 
through the tubes and rubber seals, indicated 
in Fig. 2, with the vertical walls of the bath. 

The flat plate model was constructed from a 
nichrome ribbon 2.5 in long in vertical direction, 
1.5 in wide in light beam direction, and 0.002 in 
thick, the ribbon being held taut and flat by the 
spring seen in Fig. 1. A storage battery provided 
direct current heating. The current was deter- 
mined by measuring the voltage drop across an 

accurately determined resistance in series with the 
model., The measurement of the heat rate 
leaving the plate should not be in error by more 
than f2 per cent. 

EXPERIMENTAL PROCEDURE 

Prior to filling, the test chamber was flushed 
out with carbon dioxide from the supply 
bottle. It was then filled to high pressure and 
exhausted several times. The final filling was 
assisted by packing ice around the chamber 
and opening the supply line as rapidly as pos- 
sible, thus filling the test space completely with 
liquid carbon dioxide. As the apparatus was not 
equipped with a stirrer, the fluid was first 
heated to several degrees above the critical tem- 
perature to avoid any persistence of the meniscus 
region generally associated with passage through 
the critical point. The test conditions were then 
approached, 4-6 h being required for the 
attainment of equilibrium. In certain cases, 
this equilibrium was easily maintained whereas 
in others, particularly near the critical point, 
equilibrium was a fleeting situation and only 
endured for a few minutes at a time. In such 
instances, the remaining test procedure was 
conducted as quickly as possible and with 
frequent repetitions. Even this condition could 
not be obtained closer than to about 1 degC to 
the critical point. In adjustments closer to the 
critical condition, circulations in the fluid as 
detected by the interferometer could not be 
avoided. 

After setting the heating rate and on attain- 
ment of steady conditions, photographs were 
taken with the camera focused on the vertical 
center plane of the plate and on a plane 2-3 in 
distant from the first one. The second photo- 
graph was used to assist in the evaluation of the 
refraction error which will be discussed later on. 

The state of the fluid was varied either by 
changing the temperature at constant density 
or by releasing fluid from the chamber, varying 
in this way the density, and then returning to the 
original temperature. Due to the large thermal 
capacity involved, the latter procedure proved 
to be the most convenient one. 

Limitations on the rate of heating were 
imposed by the fluid behavior. If too low, a 
slow pulsating, instability was evident in the 



boundary layer and if too high, early transition 
to turbulence occurred. The temperature dif- 
ferences between the plate and the fluid outside 
the boundary layers were between 0.001 and 
0.01 “C. 

ANALYSIS 

The evaluation of an interferogram gives 
directly information on the refractive index 
field in the fluid. This can be changed into 
a density distribution by use of the Lorenz- 
Lorentz equation. 

r? I 

t? -- 2 
L:: ,,K. (1) 

The value of the constant K for carbon dioxide 
was taken from [8]. It appears that this para- 
meter exhibits no unusual behavior near the 
critical condition. The density difference across 
the boundary layer adjacent to the heated plate 
surface and the density gradient at the wall 
surface were evaluated specifically. 

A number of corrections have to be made in 
the evaluation of an interferogram. They are 
well described in the literature [9]. The inter- 
ferometer integrates all density variations en- 
countered by a light ray as it travels through the 
working section. Near the heated surface, the 
light ray is bent as a consequence of the trans- 
verse density gradient. On a heated surface, as 
in the present investigation, the light ray is 
bent away from the surface. This effect gives 
rise to a displacement error as the plate surface 
appears in the photo at a location slightly 
different from its actual position. This shift 
may be determined by comparison with a 
photo of the unheated plate when the optical 
system is focused on the same plane as for the 
heated plate. The bending of the light beam also 
causes it to travel through regions of varying 
density. For an evaluation of this effect. the 
path of a light ray was calculated using Fermat’s 
principle and assuming a parabolic density 
distribution within the boundary layer. The 
resulting difference between the density read 
from a local evaluation of the interferogram 
and the value obtained by integration along the 
light path can then be determined if either 
the emergent height at the plate end of a ray __ . 
initially grazing the surface or the boundary 
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layer thickness is known. The first value was 
determined with the help of a photograph taken 
with the camera focused on a plane 2 or 3 in 
from the center plane of the plate. The second 
value was measured from the interferogram 
taken with the camera focused at the center 
plane. The calculation of the refraction correc- 
tion from both values offered a possibility to 
check the accuracy of this evaluation. The 
boundarv lavers become extremelv thin as the 
critical c&dction is approached and: accordingly, 
the refraction correction may assume values of 
considerable magnitude. It amounted up to 
25 ner cent in the determination of the density 
diffkrence as well as of the density gradien;. 
It is estimated that the uncertainty in this 
correction causes a possible error up to iI per 
cent. 

Figs. 3 and 4 present the difference between 
the density pm of the fluid outside of the boun- 
dary layer and the fluid density ptr, at the \+a11 
surface as well as the density gradient (?~p/Z_v),( 
at the wall surface. The densitv 0 outside the 

I , 

boundary layer * is used as abscissa, and the 

* The index r) is left oil’ the property values where 
they do not appear as differences, since the variation 
throughout the boundary layer is negligibly small. 

FIG. 3. Density difference acres\ boundary lager 
aeainst densitv in the test chamber. 
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P g/cd 

Fro. 4. Density gradient at the plate surface against 
density in the test chamber. 

heat transferred from the plate surface 
into the fluid per unit time and area is kept 
constant on the individual curves. The test 
points are identified by the corresponding test 
numbers and Table 1 gives the corresponding 

..-_-.- 7-m ____~ 

Test No. T, 
PC) 

1 30.47 88.49 0.741 @0724 
2 30.47 88.49 0,741 O-3263 
3 31.60 82.37 0.696 00724 
4 31.98 79.12 0.660 00724 
5 31.98 79.12 0.660 01310 
6 32.30 78.14 0.638 PO320 
7 32.30 78.14 0.638 0.0724 
8 32.30 78.14 0.638 01310 
9 32.13 75-50 0.575 00724 

10 32.13 7550 0.575 00496 
11 32.12 74.91 0,528 0@496 
12 32.12 1461 o-454 @0320 
13 32.12 74.61 0.454 00496 
14 32.24 7fxiO 0.330 0.0320 
15 33.65 76.84 0.421 O-0320 
16 33.55 77.77 0.533 0.0320 
11 30.45 88.49 0,741 0.1520 
18 31.63 82.36 O-696 0.1290 
19 32.14 75.49 0,575 00328 
20 32.12 74.61 0,454 00182 
21 32.12 7490 Of&? 00182 
22 32.12 74% @528 0.0328 

_1;_;_ ..~A~.- __ __~ ---.---aI__c_I-_-“mic_; 

* 1 atm = 101325 N/m3 = 760 Tort- 
T, =: 31W’C, pe = 72.85 atm, c = O-468 &ma, 

test conditions. The evaluations were made at a 
distance from the plate leading edge halfway up 
the plate. 

Heat transfer is conventionally described by 
a heat-transfer coefficient obtained by dividing 
the heat flux q leaving the wall surface per unit 
area and time by an appropriate temperature 
potential : 

h 
4 

= FFrn* (21 

This then requires, in the present study, a 
knowledge of the temperature field, which 
presupposes the existence of information on the 
equation of state of the fluid. The results of 
measurements to determine the thermodynamic 
properties of carbon dioxide in the critical 
region are contained in the literature [IO, 111. 
However, the accent is on temperatures closer 
to the critical value than in the present work. 
Interpolation into the region of the present 
study was carried out graphically through the 
use of a pu vs. o diagram. The isotherms in such 
a diagram are almost straight lines. Since the 
temperature differences TW - TW are extremely 
small (between 0.01 and O*OOl “C) in the present 
study, equation (2) could be transformed into 
the relation 

The measurement of the density gradient at the 
plate surface made it also possible to determine 
the thermal ~onductivjty appearing in Fourier’s 
equation 

4” -_li g 

i ) w 
(4) 

by use of the relation (5): 

k= --y&p&- C5) 

The differential quotient (~~~~~)~ was obtained 
from the inte~olated values of the state para- 
meters. This again introduces a certain error, 
particularly near the critical condition where 
the isotherms are very flat. It is estimated that 
this error may be as large as &4 per cent. Even 
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the determination of the density in the fluid 
from the temperature and the pressure measure- 
ments is made diflicult near the critical condition. 
An independent check, however, was available 
in that the width of the water in the compensat- 
ing chamber, adjusted for maximum clarity of 
the fringes, was proportional to the density in 
the test chamber. A calibration was initially 
established at a temperature several degrees 
above the critical where the isotherm slope has 
convenjentiy large values. No relnarkable devia- 
tions of the density as determined by the two 
methods were observed and it is estimated that 
the density was measured accurate to 2 per 
cent in the whole range. 

Figs. 5 and 6 present the heat-transfer co- 
efficient and the thermal conductivity as de- 
termined in the way described above. From the 
discussion, it will have become clear that 
Ltn~ertai~ties in values presented in both figures 
as caused by the evaluation, increase with the 
approach to the critical condition. A conserva- 
tive estimate of the overall errors is given in 
the following Table 2 for three of the test 
points. 

It may be observed that the heat-transfer 
coefficient as well as the heat conductivity 
values peak as the critical density is approached. 
This is a consequence of the behavior of the 
parameter (L~Tlc?p)~ which also exhibits a large 

i.-. .--‘~-.~~~~~-~._~~~-~~~~ . . .._. .._.-_ - _ _^I i 

FIG. 5. Heat-transfer coefficient calculated from 
equation 13) against density in the test chamber. 

decrease with approach to the critical state, 
large enough to over-compensate the increase 
in the density difference or in the density 
gradient, respectively, which, according to Figs. 
3 and 4 also occurs near the criticat condition. 
Fig. 6 exhibits a remarkable feature of the 
thermal conductivity. All of the dashed lines 
in this diagram except for the lowest one have 
been measured at the same temperature, 32.12’ C’, 
but at different heating rates. and it can be 
observed that the thermal conductivity ai 
defined by (5) is a function of the heat rate or 
consequently of the local temperature gradient 
in addition to the state parameters density 
and temperature. Its value increases with 
increasing heat rate. Fig. 7 is a cross plot in 
which the thermal conductivity is presented 
for two density values against the heat rate r/. 
The conductivity appears to increase approxi- 
mately linearly with heat rate and extrapoIat.ioil 
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FIG. 7. Thermal conductivity against heat rate for 
two densities close to the critical value. 

to a heat rate zero leads to values which approxi- 
mately agree with the values measured at a 
temperature of 34eO”C and presented in Fig. 6 
by the lowest dashed curve. The peculiar 
dependence of the heat conductivity on the 
heat rate appears, therefore, to be restricted to 
the proximity of the critical state and to dis- 
appear with decreasing heat rate. Similar 
observations have already been made in previous 
measurements of the thermal conductivity. They 
were usually ascribed to the occurrence of free 
convection currents. Such currents, however, 
have to be excluded in the present investigation 
since they would have been detected on the 
screen exhibiting the interferograms. The pecu- 
liar behavior of fluids near their critical condition 
is in the literature connected with the possibility 
of cluster formation. One might argue that the 
formation and break up of such clusters near 
the heated plate surface through the shear 
within the boundary layer is the cause of the 
dependence of the thermal conductivity on heat 
rate. Fig. 6 contains as a solid curve values for 
the thermal conductivity as determined by 
Guildner [12]. These values were again obtained 
from measurements at various heat rates by 
extrapolation to the heat rate zero. However, 
the measurements have been made at tempera- 
ture differences which are by orders of magnitude 
larger than the ones used in the present investiga- 
tion, and it is understandable that an extrapola- 
tion of such measurements would lead to a 

result different from ours. New careful measure- 
ments of the thermal conductivity of carbon 
dioxide near its critical pressure using small 
temperature gradients [16] resulted in values 
which appeared independent of temperature 
gradient and exhibited a pronounced peak 
near the critical point. At a temperature of 
32.1 “C, the values in [16] are close to those in 
Fig. 6 measured at a heat flow rate of O-0182 
Cal/h cm2. The particular behavior of the ther- 
mal conductivity raises some doubt about the 
justification of the conventional evaluation of 
heat-transfer experiments close to the critical 
state which is based on equilibrium thermo- 
dynamic and transport properties. Obviously 
more detailed studies have to be made in order 
to answer this question. 

Various attempts have been made to find a 
correlation which describes for engineering 
purposes the heat flux as obtained in the present 
tests. The following relation proved most 
successful : 

4 v’IT - Tel -____. = 3.25 x 1O-g ;GO. (6) 

The value 12.7 Cal/cm s degC has been introduced 
for the thermal conductivity k, in this equation 

FIG. 8. Correlation of test results. 
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FIG. Ii. Critical Grashof number for transition to turbulence against Prandti nilmher. 

to avoid the dependance on heat flux. Values 
for viscosity and specific heat were taken from 
[13, 14, 151. Fig. 8 indicates to what the degree 
experimental values agree with the equation (6) 
presented by the solid line. 

Figs. 9-12 are reproductions of interference 
photos. 

The peculiar behavior of the fluid near the 
critical state is also evidenced by the fact that 
occasionally stepped gradients, as shown in 
Figs. 9 and 10, rapidly appeared and disappeared 
during periods of adjustment of the test chamber 
conditions. These might again be connected 
with the formation and sedimentation of clusters. 
The heat-transfer models in these photos are a 
horizontal cylinder and a vertical plate of 
different construction. 

It has been mentioned before that it was 
necessary to keep the heat rate below certain 
values in order to prevent transition to turbulence 
in the boundary layer. A few observations of 
the transition process have been made and the 
critical Grashof number for transition obtained 
in these is plotted against the fluid Prandtl 
number in Fig. 13. The critical length in the 
Grashof number was taken as that distance 
from the lower plate end at which the amplitude 
of the boundary layer oscillation had grown to 
the same order of magnitude as the boundary 
layer thickness. A photograph of such a transi- 
tion phenomenon is shown in Fig. 12 whereas 

Fig. I I represents laminar boundary layers. 
It is felt that the information in Fig. 13 should 
not be applied to other fluids without further 
confirmation. 

On several of the interferograms, for instance 
in Fig. II, a hook in the fringes is apparent at 
the outer edge of the boundary layer which. 
in the evaluation as presented before, hvould 
mean that the density goes through a maximum 
and the temperature of the fluid through a 
minimum in a region close to the outer edge 
of the boundary layer. No satisfactory explana- 
tion of this observation can be offered at 
present. 
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APPENDIX 

Refraction error 
A light ray traversing the boundary layer is 

refracted away from the heated surface. Thus it 
passes through a region of varying density near 
the heated surface, and passes through subsequent 
constant density regions at an angle to the 
optical axis. Errors in the indicated density 
field due to the latter effect are easily allowed 
for once the angle of the light ray is known [6,9]. 
The method used to estimate the refraction error 
due to the light ray traversing a varying density 
region is indicated below. 

Applying Fermat’s principle to the path of a 
light ray, provided the angle of deflection is 
small, gives the fotlowing equation: 

ldn dB 
n dy=& 

Assuming that n % 1 so that the Gladstone- 
Dale equation is applicable gives: 

K dp d@ dp d2y 
n dy 

~~ and Km-- - fern= 1. 
dx dy dx2 

Taking the density profile in the boundary 
layer to be parabolic, and given by 

(P - Pto) = (PGXI - Pw> (27 - 72) (7) 
where 

The angle to the optical axis at which the light 
ray emerges from the heated surface is given by: 

0, = : &Q) (1 - 7~~) tan ds2. (9) 

Combining equations (7) and (8) gives p as a 
function of 77 and f. 

The average density along the light path is 
given by 

P.~V = .J; ~(5) d5, 

This gives 

for small 0. 

PAY - P 

pm - pw 

where 77 = it at E = 0 and p is the actual 
density at 5 = 0. 

ForTi = 0 

PAi’ - P 
-zzz 

pa, - pw 

Analysis of the interferograms including other 
optical corrections gives a value (pm - pw)+. 

Also 

for the light ray incident on the surface. 
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The above equations can now be used to 
estimate the refraction error if either 6 or .I’,> are 
known. 

Both of these ~aranlet~rs could be estil~lated 
from the photographs taken and in general 
each led to a different value of the error. This 
was mainly due to the fact that the density 
profile was not in fact parabolic, but also 
because neither 8 nor _ve could be measured 
accurately. For convenience the solution \\as 
conducted graphically using both 8 and ,I’<. 
The arithmetic mean of the two corrections 
obtained was used. 

The maximum error applied was never more 

than about 25 per cent, and the maximum range 
bracketted by using 6 and _J.~ was about -: i 5 per 
cent of this correction or about 4 per cent on 
(P-f p,,). 

The procedure adopted was: ii) measure h 
and ( f’ 7I plr) ‘. Use equations (I I) and (12) 
and the equation defining R to determine I?, 

(i’r ow) and (P,,~ p/r J:( p:f. prl 1, (ii) 
measure .I’? and ( pXj p,,,) Use equations (8) 
with ~j and < 0, ( I 1) and ( 121 and the equation 
defining 0 to determine 8, Q, (pl pi(,) and 

( pa t p)ii 07 p,,.). Finally since Q is :i 
constant, (10) can be used to determine the 
error for any 7ji. 


